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New Proposed EU AI 
Regulation Extends Beyond 
Europe
Justin Williams, Natasha G. Kohne, Michelle A. Reed, and  
Jenny Arlington*

The authors discuss key elements in the European Commission’s draft 
Regulation on Artificial Intelligence of interest to businesses.

The European Commission (“Commission”) has published its 
draft Regulation on Artificial Intelligence (“AI”). The draft regula-
tion follows the strategies outlined in the February 2020 Commis-
sion’s White Paper on AI.1 

The draft regulation is of key importance to users and provid-
ers of AI, not only because it is the first attempt at comprehensive 
regulation of AI but also because it may well become the global 
standard. It is sector-agnostic, has an extraterritorial reach, carries 
steep non-compliance penalties and applies to multiple stakeholders 
across the AI value chain. The impact on business will take time 
to be felt, but there is already concern as to the regulatory burden. 
This article sets out points in the draft regulation that businesses 
should be aware of.

Risk-Based Approach

The draft regulation identifies four levels of risk, and it will be 
for businesses to identify what AI systems they use or provide, and 
which risk group each falls into.

Applications at the highest “unacceptable risk” level are banned. 
Prohibited applications include those that may materially distort 
the behavior of a person in a manner that causes (or is likely to 
cause) physical or psychological harm, and AI systems used by 
public authorities to evaluate and classify the trustworthiness of 
natural persons resulting in the detrimental or unfavorable treat-
ment of those persons.
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“High-risk” applications are not prohibited but are subject to a 
raft of new restrictions. Such applications include those relating to:

 • Certain machinery, medical devices, civil aviation, vehicles 
and railways; 

 • Biometric identification; 
 • Access to essential private and public services (including 

issues such as evaluation of the creditworthiness of natural 
persons); 

 • Recruitment and employees’ management; and 
 • Management of critical infrastructure.

There is also regulation of “low/limited” risk applications, with 
only those with “minimal” risk escaping mandatory new obliga-
tions (for those the draft regulation includes, however, the option 
to adhere to voluntary codes of conduct).

Broad Scope of Activity Caught

Compliance will be made more difficult by the breadth of the 
proposed definition of “AI systems,” which aims to be technologi-
cally neutral and future proof. For example, it includes software 
that is developed with AI techniques and approaches, such as 
supervised, unsupervised and reinforcement machine learning; and 
statistical approaches, search, and optimization methods.

Wide Range of Participants Caught

The draft regulation imposes different requirements on a vari-
ety of participants in the AI value chain, and there may be scope 
for some uncertainty and fluidity as to which category particular 
businesses fall into.

The bulk of the proposed obligations are imposed on “providers” 
and “users” of AI, but these terms are defined broadly. Therefore, 
“providers” include those who develop an AI system, or have an 
AI system developed and placed on the market or put into service. 
But in addition, if any user, distributor, importer, or other third 
party modifies the intended purpose of a high-risk AI system, then 
they may be considered a “provider” and subject to the obligations 
imposed on providers. “User” is defined as any natural or legal 
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person, public authority, agency, or other body using an AI system 
under its authority.

In addition, other obligations are imposed on product manu-
facturers, importers, distributors, and authorized representatives.

In recognition of the compliance burden this will impose on 
businesses, some concessions are made for small and medium-
sized enterprises and start-ups, including by setting up AI regula-
tory “sandboxes” (i.e., controlled environments to test innovative 
technologies for a limited time).

Extraterritorial Scope

There is extraterritorial scope. The draft regulation applies to 
users of AI in the European Union, and to any provider placing AI 
on the market or putting AI into service in the European Union, 
regardless of where that provider is established. Further, it applies 
to any providers and users of AI that are located outside the Euro-
pean Union, “where the output produced by the AI system is used 
in the EU.”

AI systems developed or used exclusively for military purposes 
are excluded from scope.

Requirements for “High-Risk” AI Systems

The draft regulation will impose a raft of mandatory require-
ments for high-risk AI systems and related obligations on providers 
and users as well as other key participants in the AI value chain.

These obligations include:

 • Establishing a risk management system for the life cycle 
of high-risk AI;

 • Meeting the specified quality criteria in the training and 
testing data;

 • Creating technical documentation before the AI system is 
placed on the market or put into service;

 • Enabling AI systems to automatically record events (logs) 
that must conform to certain standards;

 • Ensuring transparency in the design and development of 
the systems so that users can interpret their output;
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 • Enabling AI systems to be overseen by natural persons; 
and

 • Achieving accuracy, robustness, and cybersecurity.

Further, high-risk AI systems will have to undergo a conformity 
assessment, that is, a process of verifying whether the new require-
ments for such systems have been fulfilled. The type of conformity 
assessment varies depending on the AI system: it may be by way of 
internal control; or carried out by existing bodies for those systems 
that are currently regulated under other EU laws (e.g., machinery, 
lifts, toys, and medical devices); or by newly designated bodies, in 
the case of biometric identification, for example.

Certain high-risk AI systems will need to be registered (and 
specified information provided) in a newly created public EU 
database.

Requirements for “Low-Risk” AI Systems

Certain AI systems that pose “low risk” will also be required to 
meet new obligations, where there is a clear risk of manipulation, 
for example, by use of chatbots or “deep fakes.” Providers and users 
of such AI will be required to meet certain transparency standards 
to ensure that natural persons are aware that they are interacting 
with an AI system.

Enforcement

It is envisaged that each EU Member State will designate one or 
more national competent authorities, and among them one national 
supervisory authority, for the purposes of supervising the applica-
tion and implementation of the new rules. 

At the EU level, a newly established European Artificial Intel-
ligence Board will work with the Commission to ensure that the 
draft regulation is effectively implemented and applied as well as 
assisting with new and emerging issues. 

The proposed fines for noncompliance are significant: breach 
of certain articles may result in fines of up to six percent of annual 
global turnover (or €30,000,000 [approximately $36,200,000], 
whichever is higher), with other breaches carrying a penalty of up 
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Notes

* Justin Williams, Natasha G. Kohne, and Michelle A. Reed are part-
ners in Akin Gump Strauss Hauer & Feld LLP. Jenny Arlington is a counsel 
with the firm. The authors may be contacted at williamsj@akingump.com, 
nkohne@akingump.com, mreed@akingump.com, and jarlington@akingump.
com, respectively.

1. https://ec.europa.eu/info/sites/default/files/commission-white-paper 
-artificial-intelligence-feb2020_en.pdf. 

to four percent of annual global turnover (or €20,000,000 [approxi-
mately $24,140,000], whichever is higher). 
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